
 

 

 
 

March 13, 2020 

 

Russell T. Vought 

Acting Director 

Whitehouse Office of Management and Budget (OMB) 

 

Submitted electronically via:  http://www.regulations.gov 

 

Dear Mr. Vought: 

 

Re:  Guidance for Regulation of Artificial Intelligence Applications 

 

Thank you for the opportunity to provide comments on the proposed guidance to all Federal agencies to inform 

the development of regulatory and non-regulatory approaches regarding technologies and industrial sectors that 

are empowered or enabled by artificial intelligence (AI) including consideration of ways to reduce barriers to the 

development and adoption of these technologies.   

 

The Alliance for Nursing Informatics (ANI), co-sponsored by AMIA & HIMSS advances nursing informatics 

leadership, practice, education, policy and research through a unified voice of nursing informatics organizations.  

We transform health and healthcare through nursing informatics and innovation.  ANI is a collaboration of 

organizations that represent more than 20,000 nurse informaticists and brings together 25 distinct nursing 

informatics groups globally.  ANI crosses academia, practice, industry, and nursing specialty boundaries and 

works in collaboration with the more than 4 million nurses in the U. S. in practice today.   

 

As nursing informatics stakeholders, we have reviewed the proposed guidance of artificial intelligence and offer 

the following comments and proposed supplement to the outlined OMB principles: 

 

 Artificial intelligence (AI) applications in healthcare offer a significant opportunity to leverage patient data 

and health data from the patient’s experience to enable the following: 

o Improved patient safety, higher quality of care and augmented clinical decision making and shared 

decision making, in addition to prevention of adverse and unintended consequences1,2,3,4,5,6,7,8. 
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o Learn from a broader base of patients leading to the ability to provide patient-specific and 

personalized care recommendations to emphasize and support shared decision making 

o Facilitation of healthcare research by addressing elements of research questions through the use of 

real-world data 

 Regulatory initiatives must include attention to the ethical issues related to the development, 

dissemination, and evaluation of AI.  AI plays an increasingly important role in the provision of patient 

care, research and education, it is imperative that patients and consumers are supported with knowledge of 

the opportunities and limitations of AI9,10,11,12. 

 Commercial vendor applications such as Siri, Alexa, Google Home, etc. offer significant promise as tools 

to deliver healthcare across diverse care settings, including the home, however these should be regulated to 

capture data with individuals active and dynamic consent processes and should not engage in open.  Use 

should not imply consent.  Some vendors may have larger market share and may develop AI that is only as 

good as the data that is fed into it and may not reflect the needs of the population13. 

 We encourage the review and redefinition of HIPAA regulations to support the reduction of barriers for 

appropriate data use, re-use and exchange, while continuing to protect health information.  Working with 

completely de-identified data removes valuable context of social determinants (including zip code) and 

negatively impacts the use of datasets. 

 Continued protection of protected health information (PHI) is essential.  It is critical that any consistency 

related to PHI continues to protect the healthcare consumer and personal health information of all 

individuals.  Patients are choosing to share their data in applications where “patients like me” is an option.  

Having an opt-in option for patients to share their data in healthcare IT technology that is normally 

covered by HIPAA could advance the learning possible with artificial intelligence14. 

 Creating safe and reliable patient care experiences for individuals, families and communities, is a primary 

domain in the nursing scope of practice.  AI applications used by nurses, and between nurses, patients, and 

family caregivers offer the greatest opportunities for improved care coordination, emphasizing prevention 

and proactive interventions with an emphasis to reduce the overall cost of care while improving patient 

experience and outcomes.  While CMS data may be available, this data is billing-related and does not 

capture nursing and allied health data as it relates to their contribution to care interventions that address the 

social determinants of health and patient outcomes.  Contributing data that will document the experience of 

the patient beyond the billable care is paramount to realizing the potential of AI in healthcare15. 

 Nurses and nurse informaticists must be present in drafting and enacting future regulations and plans to 

implement EO 1385916. 
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ANI appreciates the opportunity to offer our comments to advance the use of artificial intelligence in healthcare.  

We are available and interested in supporting and collaborating on further development of this response, as well 

as future public responses on these important healthcare issues. 

 

 

Sincerely, 

                  
Susan Hull, MSN, RN-BC, NEA-BC, FAMIA    Mary Beth Mitchell, MSN, RN-BC, CPHIMSS 

ANI Co-chair           ANI Co-chair 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 


